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ABSTRACT
The past year has seen a growing public awareness of the
privacy risks of social networking through personal informa-
tion that people voluntarily disclose. A spotlight has ac-
cordingly been turned on the disclosure policies of social
networking sites and on mechanisms for restricting access
to personal information on Facebook and other sites. But
this is not sufficient to address privacy concerns in a world
where Web-based data mining tools can let anyone infer in-
formation about others by combining data from multiple
sources. To illustrate this, we are building a demonstration
data miner, GlobalInferencer, that makes inferences about
an individual’s lifestyle and other behavior. GlobalInfer-
encer uses linked data technology to perform unified searches
across Facebook, Flickr, and public data sites. It demon-
strates that controlling access to personal information on
individual social networking sites is not an adequate frame-
work for protecting privacy, or even for supporting valid
inferencing. In addition to access restrictions, there must be
mechanisms for maintaining the provenance of information
combined from multiple sources, for revealing the context
within which information is presented, and for respecting
the accountability that determines how information should
be used.

1. INTRODUCTION
Prior to the advent of social networks, only the big cor-

porations and agencies kept detailed records of the personal
information of an individual. Over the last few years, access
to personal information has opened up to the general public.
Using various data mining tools, it has become easy to infer
about a person’s behavior, lifestyle, schedule, etc.

There are three instances where gathering a user’s per-
sonal information can lead to incorrect inferences. They are
(i) lack of complete information, (ii) taking user’s data out of
context, and, (iii) use of innocuous pieces of information in
ways the user never expected. To illustrate (i), just because
a user has a few photos of unhealthy foods on her profile,
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it does not mean that she leads an unhealthy lifestyle. She
could be working out everyday but she may not post about
that on her profile. To illustrate (ii), a user could update her
status with a quote about wine by a famous philosopher, but
she might have never consumed any alcoholic beverage. To
illustrate (iii), based on the information that a user lives in
a particular county, an insurance company can point to gov-
ernment documents and assume that because a majority of
the residents in that county have had major heart diseases,
she is likely to be affected too.

We demonstrate the risk of data mining using multiple
sources with a system called GlobalInferencer. GlobalIn-
ferencer mines popular social networks like Facebook and
Flickr to obtain users data. It then combines this data
with publicly-available information on the Web. Using this
method, inferences that were not possible just by looking at
a person’s profile become apparent. We believe that multi-
source inferencing will become more common and the pri-
vacy risks of Social Networks must inevitably be viewed in
this light.

The rest of the paper is structured as follows. Section
2 describes two problems when mining data from multi-
ple sources: inappropriate inferences and inappropriate use.
Section 3 lays out the design and architecture of the Glob-
alInferencer system and illustrates this with a walkthrough
of the health scenario. Finally, we discuss steps that can be
taken to address the open challenges.

2. EXPOSING PERSONAL INFORMATION
IN A MULTIPLE SOURCES WORLD

Personal information on social network might seem in-
nocuous in itself. However, the seemingly harmless informa-
tion can result in incorrect inferences about the user. We
present two major sources of this risk that arises due to this
information exposure.

2.1 Inappropriate Inferences
Inferences from data on the Web can be extremely mis-

leading if they ignore the context and provenance (source of
information).

According to [8], context is defined as ”any information
that can be used to characterize the situation of an entity.
An entity is a person, place, or object that is considered rel-
evant to the interaction between a user and an application,
including the user and applications themselves.”

In social networks, contexts might include the original in-
tent, the original audience addressed, the content’s object
references, the original activity or practice. Contexts also



suggest a specific social environment in which the content
is produced. In general, when a user reads a piece of infor-
mation, she usually places it within an implicit context in
order to interpret it. Without contexts, the consumers of
the information have no frame of reference to appropriately
evaluate the message conveyed.

It is a common practice for companies to construct user
profile by aggregating the content on the Web. One problem
of building profile of a user is that the content aggregator
has no easy way to reconstruct the context of the retrieved
data. And yet information on the Web is often disclosed
with respect to context-related norms [11] that govern how
information is intended to be interpreted. A crawler that
scrapes only targeted content and aggregates and transmits
it without related contextual information can easily violate
context-related norms.

2.2 Inappropriate Use
According to [17], information accountability means ”the

use of information should be transparent so it is possible to
determine whether a particular use is appropriate under a
given set of rules and that the system enables individuals
and institutions to be held accountable for misuse.”

Accountability differs from access control in that it is fun-
damentally associated with purpose. Access control typi-
cally regards purpose in a narrow way. The subject requests
a particular form of access which translates into some set
of physical operations which could have a wide range of ab-
stract functions with predictable consequences. Account-
ability, on the other hand, is associated with using informa-
tion in a particular social context - it is not simply about
reading or writing information, but about what is done with
that information over time.

It is easy to use publicly-available Social Web data for
any purpose because there is no framework generally avail-
able for a user to specify how her data may be used. Thus, a
lack of accountability leaves open the opportunity for inap-
propriate use of personal information. Two techniques that
would help move towards accountable systems are (i) access
control limited to individuals that the user trusts will not
abuse her data, and, (ii) frameworks that detect misuse with
means to obtain redress.

3. GLOBALINFERENCER
GlobalInferencer is an information retrieval tool that gath-

ers data from various sources and makes inferences. We
start by explaining its architecture and functionality and
then walk through the described scenario.

3.1 Architecture
As shown in Figure 1, GlobalIndentifier fetches personal

contents of a user from different social networks. These con-
tents are transformed into RDF to model the semantic rela-
tionships with predefined ontologies such as FOAF [4] and
SIOC [2]. The RDF data from each social network is saved
locally in the repository as named graphs along with prove-
nance information [15]. In addition to semantic presenta-
tions of the personal contents, GlobalIndentifier has data
miners that simulate how a user’s contents can be analyzed
by using machine learning or natural language processing
techniques. For example, some data miners search for co-
occurrences of keywords and infer possible relations among
the data. Also, the external knowledge from linked-data

Figure 1: Overview of the architecture of GlobalIn-
ferencer

sources such as data.gov [9] or DBPedia [1] can be com-
bined to introduce additional background knowledge into
the reasoning process. For example, the description of the
neighborhood where the user lives can suggest the social
status of the user.

3.2 Motivating Scenario
We describe a scenario that highlights a specific case of the

challenges mentioned above. We demonstrate how a health-
insurance company can use personal information on social
networks to corroborate various decisions. In our scenario,
an employee of the health-insurance company uses Global-
Inferencer to learn about an applicant’s lifestyle. The data
miner searches the Web to see if there are any pieces of in-
formation that can be linked to the user’s social network to
verify whether they are healthy or not. This is explained in
detail in Section 4. We expect this to be a growing trend in
the future where insurance companies, employers and other
agencies will turn to personal information on the Web to
make important decisions.

3.3 Scenario Walk-through
The current demonstration version of GlobalInferencer pro-

vides two canned queries allowing the health insurance com-
pany to perform a search on a fictitious user, called Danny.
In the first case, the company can learn about the dietary
habits of a user, while in the second, it can learn about the
user’s lifestyle.

The first query is ‘Does Danny have an unhealthy diet?’.
GlobalInferencer tries to first understand what ‘unhealthy
diet’ means by searching the web for occurrences of that
phrase. Using the results 1, it comes up with a list of foods
that qualify as being unhealthy. It then searches the photos
of Danny from Facebook and Flickr to see if any term from
the list occurs there. This process has not been fully auto-
mated in the system at present. All photos that contain any
of the terms in the list of unhealthy foods either in descrip-
tion or comments are collected. Figure 2 shows the query
along with the list and photos. These results could easily
lead the insurance company to believe that Danny does not
have a healthy diet.

The second query is ‘Does Danny have a healthy lifestyle?’.
This prompts the data miner to first understand what ‘lifestyle’

1http://www.livestrong.com/article/292968-a-list-of-non-
healthy-foods/



Figure 2: Social Network query results related
to diet with additional information from live-
strong.com

Figure 3: Social Network query results related to
lifestyle with additional information from data.gov

means. We created a remote repository with data fetched
from data.gov 2 to highlight health-related statistics of var-
ious counties in the United States. After retrieving Danny’s
current location (city), GlobalInferencer identifies the corre-
sponding county and then obtains the appropriate statistics.
Additional evidence of Danny’s lifestyle choices comes from
Danny’s posts that show a dislike towards exercising. Fig-
ure 3 shows the query along with the statistics and post
collected. These results could lead the insurance company
to believe that Danny has an unhealthy lifestyle simply by
looking at his current location.

4. FUTURE RESEARCH DIRECTIONS
GlobalInferencer demonstrates the need for the following

two enhancements to achieve more reliable inferences.

4.1 Provenance-based Context Construction
2http://www.data.gov/raw/2159

While different sources of information can contribute to
profiling a user, it is critical to have a knowledge provenance
system as described in [5]. The provenance component pro-
vides the information about the origin of a piece of knowl-
edge, which is critical for agents to establish trust when
consuming the data and also weigh how relevant that piece
of information is while deriving inferences. We need a con-
text constructor that updates relevant contextual informa-
tion dynamically during the reasoning process. The context
constructor yields additional contextual information to help
the data consumer better interpret a user’s personal infor-
mation.

Figure 4: Example of provenance-based context con-
truction

Figure 4 shows an example of provenance-based context
construction. Suppose a photo of a user drinking a beverage
was uploaded to Facebook, and certain context information
such as place and time were captured by the device (depicted
within the shaded square). The photo could be interpreted
to portray the user consuming alcohol. If this information is
further combined with the additional knowledge such as ”the
user is a teacher” and ”the event happened during school
hours”, the consequences could be rather grave. However,
the reality could be that the photo was captured during a
demonstration of making cocktail in a cooking class. Con-
textual information relevant to this fact might not have been
observable by the device at the time when the photo was
captured (depicted within the dotted square). For example,
contextual information such as ”the content of the bever-
age” and ”the subject of the class”. Note that it is difficult
to enforce how data consumer can reason about the contents,
but the focus here is to provide a mechanism that regards
and updates context information when needed. Thus a user
might later add additional information to describe the situ-
ation of the event, and the system can either push this new
information (automatically or by request) to the entity that
parsed the photo previously.

The architecture for preserving context will depend on
provenance computations such as those found in scientific
workflow systems [6]. Every action on the data should be
recorded with provenance information and the system should
preserve references for computing relevant contexts. The dy-
namic and distributed nature of context becomes the main
challenge of implementing an efficient algorithm for context
re-construction.

4.2 Usage-based Policy
A user should be able to specify how his or her data can be

used by an external entity. For example, a photo should not
be used for recommending products if it has a policy restrict-



ing its use for commercial purposes. In order to enable this,
we need mechanisms to guide the usage of content based on
agreed-upon policies as mentioned in [16] and in Social Web
data as discussed in [12]. Such systems will ensure account-
ability in two ways. First, transparency encourages data
mining tools to abide by the user’s usage policies. Second,
it allows data mining tools to justify their use of data and
show compliance to user’s policies.

5. RELATED WORK
The issues pointed out by [14] are very relevant to this

research. Unless the parties that perform data mining of
personal information are held accountable to the public, it
is difficult to monitor the privacy of the users or ensure that
ethical practices are being followed. The paper [14] lists
several arguments that could be stated in defense of web-
data mining. The second argument states that ”There are
laws to protect private information. Besides, privacy poli-
cies found on many web sites guarantee privacy. So, why
worry?”. This argument is especially harmful with the pro-
liferation of personal information via social networks. It is
unreasonable for one to expect that a user would think in
advance of the many ways that a single photo could be used
against her. Additionally, linked data gives rise to a new
dimension of data mining where one photo or post could be
seen in a totally different light than the user originally saw
when she posted it on her social network profile.

According to the studies described in [3], users are aware
of the implications of their privacy settings and are actively
engaged in optimizing their privacy. However, the issue is
more than just privacy settings on Facebook. The main
thing to be concerned about is the usage of the data even
among the entities a user chooses to share her data with
(friends, lists, applications and others).

In [7], Debatin et al. hypothesize and later conclude that
Facebook users are more likely to perceive risks to other’s
privacy rather than to their own privacy. The scenarios in
this paper deal with basic inferences for an insurance com-
pany. However, the possibilities are endless in the future.
Usually, by the time a user perceives a risk happening to
her, it is usually too late.

As stated in [13], generally known information such as
gender, birthday and pictures is more likely to be shared
via one’s profile, than specific types of information such as
phone number or class schedule. In the context of Web data
mining, however, this still poses a challenge because general
information such as photos are sufficient to prove a case as
a prosecutor or, in the case of GlobalInferencer, sufficient to
build up a strong case of evidence.

In [10], Gross and Acquisti discuss re-identification, which
deals with linking non-identifiable datasets (the health statis-
tics in our scenario) with personally identifying datasets
(such as Danny’s profile). They highlight a privacy impli-
cation involving building a digital dossier by continuously
monitoring user profiles. Using systems such as GlobalInfer-
encer, dossiers can now become global by reaching beyond
social networks and into the Web.

6. CONCLUSION
The past year has seen a growing public awareness of the

privacy risks of social networking through personal informa-
tion that people voluntarily disclose. The risk of data min-

ing tools reaching inappropriate inferences and using data
inappropriately is more apparent beacause of the ability to
search the Web for publicly-available data that are related to
a user’s personal information. We demonstrate this through
a system, called GlobalInferencer, that mines popular social
networks like Facebook and Flickr to obtain users data. It
then combines this personal data with publicly-available in-
formation on the Web. It demonstrates that controlling ac-
cess to personal information on individual social networking
sites is not an adequate framework for protecting privacy, or
even for supporting valid inferencing. In addition to access
restrictions, there must be mechanisms for maintaining the
provenance of information combined from multiple sources,
for revealing the context within which information is pre-
sented, and for respecting the accountability that determines
how information should be used.
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